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ABSTRACT

View selection aims at finding good views that can watch model information as much as possible. However, existing view
evaluation methods used to measure model properties are generally complex and very time-consuming. In this paper, we
address this challenge by generating succinct proxy information to measure the view quality. The proxy information is
generated by principal component analysis of the model to obtain its six principal viewing directions and consists of the
representative information computed by the principal viewing directions. We discuss and validate the effectiveness of the
proxy information for view evaluation. Thus, measuring the proxy information for view evaluation, the time complexity
can be reduced as it is independent of the facet number of the model. This is superior to existing methods by straight
measurement of model properties and provides acceleration for view selection. Experimental results show that we can
obtain good views as state-of-the-art methods and speed up view selection by at least two orders of magnitudes and achieve
more acceleration when the models have more facets. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In many applications such as computer animation and vir-
tual reality, it is required to process 3D models efficiently.
Here, efficient investigation of 3D models is very important
for promoting working efficiency. For example, in identify-
ing or comparing protein models, the characteristic views
with minimum and maximum crossings are generated
respectively to facilitate the process of identification [1].
Thus, view selection has attracted much attention from sci-
entists in the world. In general, it tries to find good views
to watch model information as much as possible, and so
reducing the time on investigation. The pipeline is always
by sampling many viewpoints around the model and then
evaluating their related views to obtain high-quality views
that can watch much more information about the model.
Here, the critical work is view evaluation. For this, many
methods have been proposed by measuring visible model
properties in a view, such as the number of visible faces [2],
visibility [3], depth maps [4], curvatures [5,6] and inter-
esting surface regions [7]. Although these properties can
be used to represent model information in view evaluation,

their computation is always time-consuming. Moreover,
viewpoints are always sampled densely to avoid missing
good views. Thus, evaluating so many views is a very
expensive work. The low efficiency of view selection seri-
ously prevents its use in applications. For fast finding good
views, it was ever proposed in [5] to build a bounding box
of the model by principal component analysis (PCA) and
then use the eight corners of the bounding box as good
viewpoints. Although these views can have the main shape
of the model recognized, they are very possible to miss
many important contents of the model, because PCA can
only catch the overall low-frequency information. Because
of this, these views are not always in high quality.

In this paper, we present a new view evaluation method
to fast find good views. This is based on our observa-
tion that when the bounding box of the model is produced
through PCA, the important contents of the model can be
well viewed from at least one of the six principal view-
ing directions (called PVs in short), which refer to the
six viewing directions aligned with the normal of the six
faces of the bounding box. Thus, by these PVs, we can
generate proxy information to represent important contents
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about the model and then measure the proxy information
to evaluate views. In our treatment, we adopt two geo-
metric properties to generate our proxy information, the
projection area and the number of visible facets, which
have been shown to very effective for view evaluation in
existing works. In implementation, the projection areas of
the model and the numbers of visible facets are computed
by these PVs respectively. Moreover, to have the proxy
information effectively cover the visible contents from
neighbouring views of the PVs, which will improve the
effectiveness of the proxy information to represent model
information in view evaluation, we investigate the projec-
tion areas by these views and count all the visible facets
to these views. To save computation for acceleration, we
even adopt approximation computation in generating the
proxy information. This will not lower the measurement
quality for view evaluation, to be discussed in Section 3.
Therefore, we can obtain good views as existing methods
to watch many important contents of the model. Clearly,
view evaluation by measuring the proxy information is
independent of the model resolution. This is helpful to
speed up view evaluation, especially in treating large mod-
els. We made tests on several models, and experimental
results show that our method can obtain quality views
as the state-of-the-art methods and speed up view selec-
tion by at least two orders of magnitudes, obtaining more
acceleration when the models have more facets.

In the remainder of the paper, we will discuss related
works in Section 2 and then introduce our new view evalu-
ation method by measuring proxy information in Section 3.
Afterwards, results are discussed in comparison with exist-
ing methods in Section 4, and a summary is drawn in
Section 5 in the final.

2. RELATED WORKS

Till now, view evaluation methods have been proposed
in a large quantity. They try to develop view descriptors
to well measure the visible model information in a view.
As 3D models are generally investigated through their
geometric contents, many view descriptors are based on
some geometric features. Considering that a model can
be better watched when its projection on the screen is
larger, the method in [2] measures the projection areas in
sampled views to find the view with the largest projec-
tion area. As degenerated faces may reflect the change of
model contents, the method in [8] performs view evalu-
ation by the degenerated faces, expecting the view with
many more model contents. Besides these, there are many
geometric features taken into account for view evalua-
tion, including depth maps [4,9], silhouette curvature [10],
mean curvature [11] and mesh saliency (MS) [12]. As
measuring local geometric features may be much inter-
faced by model details, which will prevent evaluation of
global information in the model, some methods employed
the information theory to design view descriptors, such
as viewpoint entropy (VE) [13], relative entropy [14],
viewpoint mutual information [15] and viewpoint saliency

Kullback–Leibler (vSKL) distance [16]. Of course, their
computation is still based on measuring some local geo-
metric properties, including counting visible facets and
computing mesh saliency.

In some cases, measuring only geometric informa-
tion is not sufficient to obtain good views, according to
the theory of object recognition [17]. Thus, many view
descriptors were proposed by measuring some semantic
meaning. Here, the important work is to find the seman-
tic visual cues for object recognition, such as distinctive
regions [18], upright direction [19], meaningful segments
[20], Schelling point [21], interesting regions [7] and even
the ability of imagination [22]. As human beings gener-
ally have similar viewing preferences for similar models,
some methods proposed to employ machine learning to
obtain the correspondence between geometric features and
semantic meaning, and so assign semantic meaning to the
model for view evaluation [23–25]. For example, the sup-
port vector machine is adopted for adjusting term weights
[10,26,27]. To obtain enough samples to guarantee the
quality of the obtained results from data training, it is
suggested to collect the images for 3D models in the Inter-
net [24]. Although the methods by measuring semantic
meaning can obtain very good results, semantic computa-
tion is much trouble and expensive, and the results may
suffer from the limited samples for data training.

As discussed earlier, existing view evaluation methods
are generally very time-consuming as they need compli-
cated computation to derive important information about
the model. Different from them, our method takes simple
computation to obtain proxy information about the model,
and the proxy information consists of only six pairs of
numbers about the projection area and visible facets. Thus,
our view evaluation method by measuring proxy infor-
mation reduces the time complexity. As for the results,
because our proxy information can well represent model
information for view evaluation, we can obtain good views
as the state-of-the-art methods, as shown in Section 4. As
another benefit, our method is easy to implement, helpful
to spread its use in applications.

3. VIEW EVALUATION BY
MEASURING PROXY INFORMATION

3.1. Proxy information

As we know, PCA is effective to obtain low-frequency
information of the model. Thus, we still use PCA to build
the bounding box of the model to generate our proxy infor-
mation for view evaluation. As discussed in Section 1, the
corners of the bounding box are not suitable candidates
for good views because they may miss many important
contents of the model. Fortunately, we observe that the
important contents of the model can be well watched from
at least one of the six principal viewing directions, as
illustrated in Figure 1.

Therefore, we generate proxy information by the six
faces of the bounding box, respectively, to represent the
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Figure 1. Important contents of the model can be well watched from at least one of the six principal viewing directions.

Table I. Statistics about approximation differ-
ences for the projection areas of PVs.

Model Human (%) Cup (%) Dog (%)

Front < 5.3 < 6.5 < 41.2
Back < 6.4 < 6.4 < 17.4
Left < 3.5 < 8.7 < 4.5
Right < 5.1 < 8.0 < 4.1
Top < 30.2 < 6.3 < 4.6
Bottom < 9.5 < 12.7 < 1.7

For the nearby views to a PV, their related percentages
are computed by js0 � sj=s, where s is the projec-
tion area by the PV and s0 is the projection area by a
nearby view. The largest one among these percentages
is selected as their corresponding percentage for the PV
in the table.

viewing effectiveness of important contents from the six
principal viewing directions. Afterwards, the proxy infor-
mation is taken to evaluate views. As studied in existing
methods, the projection area and the number of visible
facets are very effective properties for measuring view-
ing effectiveness. Thus, we compute the proxy information
along the ith principal viewing direction, Infi, in the fol-
lowing equation,

Infi D .1 � �/Ai C �Ni (1)

where Ai is the ratio of the orthogonal projection area of
the model along the ith PV against the surface area of the
model, Ni is the ratio of the number of the visible facets
from the ith PV against the number of all the facets of the
model and � 2 .0, 1.0/ is the weight to adjust the effect of
Ai and Ni. In our tests, we generally set � D 0.5 and can
always obtain very good results.

As we know, nearby views may watch very different
model contents. To improve the effectiveness of the proxy

information to represent model information in view evalu-
ation, we investigate the projection areas of the model by
the views near a PV and count all the visible facets by
these views to generate the proxy information related to
this PV. Thus, in evaluating a view different from the PVs,
its visible facets will be more possibly taken into account
to improve the evaluation quality. Considering visibility
computation is very expensive, we decide to adopt approx-
imation computation to obtain the proxy information.

We investigate the differences between the projection
area along a PV and the projection area by its nearby views
and find the differences between them are not large in gen-
eral, as illustrated in Table I for some models. Thus, it is
not necessary to compute the projection areas by the nearby
views, and it is enough to use the projection area by the ith
PV in computing Ai. As for counting the visible facets for
nearby views of the ith PV, we found that the count can be
approximated by the number of the facets whose normal
differ from the ith PV is not much. This is because the dif-
ference between them takes a low percentage of the count,
as illustrated in Table II, where we set the angle threshold

Table II. Statistics about approximation differ-
ences for counting visible facets of PVs.

Model Human (%) Cup (%) Dog (%)

Front < 4.1 < 14.4 < 44.8
Back < 6.3 < 13.9 < 23.8
Left < 10.1 < 9.6 < 5.4
Right < 6.5 < 20.5 < 5.9
Top < 23.7 < 13.4 < 3.9
Bottom < 40 < 11.9 < 6.8

The percentage for a PV in the table is computed by
jn0 � nj=n, where n is the number of the visible faces
for the nearby views of the PV including the PV, and n0

is the number of the faces whose normals differ from
the PV by less than 60°.
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between the facet normal and the ith PV be 60° to collect
facets. In this way, Ni can be computed quickly without
visibility computation.

From the statistics in Tables I and II, it is known that the
differences for the top view of the human model are a little
large, and so do for the front view of the dog model. With
a simple thought, this may cause problems in applying our
method. However, for a view different from the PVs, it can
actually watch more than one faces of the bounding box,
so that the proxy information related to these faces will all
contribute in evaluating this view. Thus, the view can still
be effectively evaluated. This will be attested by the results
in Section 4.

3.2. View descriptor

We design our new view descriptor by measuring the gen-
erated proxy information. Because the proxy information
is computed by the respective principal viewing directions
and the viewing effectiveness of a same content may be dif-
ferent from different viewing directions, we use weighted
computation to suitably represent the influence of proxy
information in evaluating a view. In other words, when
the view under investigation differs from the ith PV much
more, the proxy information of the ith PV will take less
effect in evaluating this view. For example, when the ith PV
is back facing from the view, its proxy information should
not be considered in evaluating this view. For computation
convenience, we use the cosine value of the angle between
the view and the ith PV as the weight to enhance the effect
of the proxy information of the ith PV in view evaluation.
Therefore, our descriptor E.v/ to evaluate the view v is
given in the following,

E
�
Ev
�
D

6X
iD1

w
�
Ev, Eni

�
� Inf i (2)

where

w D

�
Eni � Ev, if Eni � Ev � 0

0, if Eni � Ev < 0
(3)

Clearly, using our descriptor, the visible important con-
tents for a view can be effectively taken into account in
view evaluation. Benefited from this, we avoid the short-
coming of using the corners of the bounding box to recog-
nize only the main shape of the model and so obtain good
views to well watch many important contents of the model.
As a result, we can obtain good views as with existing
methods, as shown in the results in Section 4.

From the aforementioned discussion, our proxy infor-
mation is easy to generate and our view descriptor only
needs to treat the proxy information from six princi-
pal viewing directions. Therefore, we can speed up view
selection considerably.

3.3. Algorithm

From the aforementioned discussion, our algorithm for
view selection is listed in Algorithm 1.

Algorithm 1 Best view search by measuring proxy infor-
mation
Require: the 3D object, M

candidate viewpoint set, V
Ensure: the best view v 2 V

Perform PCA of the model, obtain six PVs;
Build the bounding box;
for each PVi, i D 1, 2, ..., 6 do

calculate Ai, Ni;
end for
for each vj 2 V do

for each PVi, i D 1, 2, ..., 6 do
calculate w

�
Evj, Eni

�
in Eq2;

end for
calculate E

�
Evj
�

in Eq2;
update current max E, and viewpoint id vmax

end for
return the Best View, vmax

4. RESULTS AND DISCUSSION

We implemented our method in MS Visual Studio2012
and collected the statistics on a Lenovo personal com-
puter equipped with an Intel i7-2600 CPU, 4 GB RAM
and an nVidia GT 420 GPU. The tested models are from
the Princeton Benchmark of 3D Shapes [28]. For com-
parison, we also implemented some existing methods,
including VE [13], MS [12], Linear5 [26] and vSKL [16].
In implementing these methods, the semantic computation
for Linear 5 was processed by user interaction as suggested
in [26], and CUDA was employed to efficiently compute
mesh saliency for the MS and vSKL methods.

4.1. Effectiveness

To compare the quality of the obtained good views with
these methods, we conducted a user study. For this, 10 vol-
unteers were invited, who are graduate students with their
major in computer graphics, and 85 models were used,
which are evenly from the 17 categories of the Prince-
ton Benchmark of 3D Shapes. For every tested model, five
good views with these methods were provided, and the vol-
unteers were asked to rank these views respectively from 5
to 1, corresponding to from ‘the best’ to ‘the worst’. After-
wards, the ranked scores for the models of these categories
are averaged respectively as the rank scores for these cat-
egories, which are illustrated in Figure 2. In Figure 3, it is
listed good views of a few models with these methods as
an illustration, because of the limit of paper length. From
the statistics, it is known that our method could obtain very
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Figure 2. Comparison of the good views obtained with the five methods in comparison. Here, for the five methods, it is plotted their
averaged rank scores for their good views of the models from the 17 categories.

Figure 3. The good views of some tested models obtained with
the methods in comparison. Here, the views with the highest
and lowest averaged rank scores are marked in red and green

boxes, respectively.

good views except for the table models, although they are
not always ranked the best. For the table models, human
beings prefer to watch them from the above, while our
obtained views are from the bottom. Although our views
can watch more geometric contents, they are different from
human beings’ preference. This is related to semantic mea-
surement, not considered in our current implementation.
In sum, our view evaluation method by measuring proxy
information is very effective for view selection, especially
when the geometric contents are much cared for.

4.2. Efficiency

We compared the view selection efficiency between our
method and VE, MS and vSKL because they are known

Figure 4. Acceleration times for our method against view
entropy (VE), mesh saliency (MS) and viewpoint saliency
Kullback–Leibler distance (vSKL) to find best views for the
tested 85 models, respectively, arranged by the facet numbers

of these models.

to be fast among the existing methods. As for other meth-
ods such as Linear5 and the methods via data training, they
are generally very time-consuming, and so not considered
in this comparison. In Figure 4, it is listed the acceleration
times for our method against VE, MS and vSKL meth-
ods respectively in treating the 85 tested models, which
are arranged by the facet numbers of these models from
small to large gradually. Clearly, our method can be faster
than these methods by at least 180 times and achieve more
acceleration when the models have more facets. This is
benefited from our proxy information that is very simple.
When it is used for evaluating views, the time complexity is
independent of the facet numbers of the models. As for the
other methods, their time complexities are much dependent
on the facet numbers of the models.

We made another test to know the efficiency of our
method to treat the models with various facet numbers.
As shown in Figure 5, the time cost increases linearly
with the facet numbers. This is because in generating the
proxy information, all the facets should be processed sev-
eral times. After that, the time cost for view evaluation is
independent of the facet numbers. From the statistics in
Figure 5, it is known that we can take less than 40 mil-
liseconds to treat the models with fewer than 140K facets
and suggest the best view within 0.5 seconds for a model
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Figure 5. The time cost for our method to treat the models with various facet numbers.

with two million facets. As a result, our method can be
employed for interactive model investigation in many
applications, where the used models seldom have a very
large number of facets.

Limitation In our method, the proxy information for a
model is produced by its visible contents from outside.
When the model has its important contents hidden in its
concave regions very much, our method would fail in find-
ing good views for it. Fortunately, such a case seldom
occurs in applications.

5. SUMMARY

Existing view selection methods always evaluate views
by measuring model properties, whose time complexity
is much dependent on the facet numbers of the models.
This is expensive, preventing the view selection efficiency.
In this paper, we propose to produce a kind of proxy
information to represent model information for view eval-
uation. The proxy information is generated by PCA of
the model to obtain the principal viewing directions and
consists of succinct representation information computed
by the principal viewing directions. We discuss and val-
idate its effectiveness for view evaluation. As measuring
the proxy information is independent of the facet num-
bers of the model, the time complexity for view evaluation
can be reduced much. Thus, we can considerably speed
up view selection to obtain good views and obtain more
acceleration over existing methods when the models have
more facets.

In our current implementation, we only consider the geo-
metric information of the model. This is useful in many
applications, because watching geometric information of
the model is always required for model investigation. How-
ever, when the semantic meaning for model investigation
is not strongly related with the geometric information, our
implementation may miss the good views as expected. In
this paper, we have shown that using proxy information
is an efficient way to improve view selection. Therefore,
an interesting future issue is to study how to generate
proxy information with semantic meaning considered, and
so improving view selection in various applications.
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Study of the best view selection based on a human
observer. In Proceedings of the 2013 XXIV Interna-
tional Symposium on Information, Communication and
Automation Technologies. IEEE: Sarajevo, Bosnia and
Herzegovina, 2013; 1–7.

26. Secord A, Lu J, Finkelstein A, Singh M, Nealen
A. Perceptual models of viewpoint preference. ACM
Transactions on Graphics 2011; 30(5): 109:1–109:12.

27. Lienhard S, Specht M, Neubert B, Pauly M, Müller P.
Thumbnail galleries for procedural models. Computer
Graphics Forum 2014; 33(2): 361–370.

28. Chen X, Golovinskiy A, Funkhouser T. A bench-
mark for 3D mesh segmentation. ACM Transactions on
Graphics 2009; 28(3): 73:1–73:12.

AUTHORS’ BIOGRAPHIES

Tianhao Gao received his BS degree
from Shandong University at Weihai
in 2009. He is currently a PhD can-
didate at the State Key Laboratory of
Computer Science, Institute of Soft-
ware, Chinese Academy of Sciences.
His research interests include human
perception, shape analysis and com-

puter graphics.

Wencheng Wang is a professor of the
State Key Laboratory of Computer Sci-
ence, Institute of Software, Chinese
Academy of Sciences, where he leads a
research group on Computer Graphics
and Image Processing. He received his
PhD degree in software from the Insti-
tute of Software, Chinese Academy of

Sciences in 1998. His research interests include computer
graphics, virtual reality, image editing and visualization.
He has published papers on many high-level journals and
conferences; please refer to http://lcs.ios.ac.cn/~whn. He is
a member of the IEEE and the ACM.

Honglei Han joined the Communica-
tion University of China after receiving
his MS degree in Computer Science.
He received his PhD degree with the
same major from University of Chinese
Academy of Sciences. He is teaching
various undergraduate and graduate
courses in computer graphics, pro-

gramming, and computer game development at the School
of Animation and Digital Arts, and these are also his
research interests.

Comp. Anim. Virtual Worlds 2016; 27:351–357 © 2016 John Wiley & Sons, Ltd. 357
DOI: 10.1002/cav

http://lcs.ios.ac.cn/~whn

	Efficient view selection by measuring proxy information
	Abstract
	Introduction
	Related Works
	View Evaluation by Measuring Proxy Information
	Proxy information
	View descriptor
	Algorithm

	Results and Discussion
	Effectiveness
	Efficiency

	Summary
	Acknowledgements
	References


